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Abstract — We show that an optimal source code
with cost function for code symbols can be regarded
as a random number generator generating a random
sequence (not necessarily a sequence of fair coin bits)
as the target distribution in the sense that the normal-
ized conditional divergence between the distribution
of the generated codeword distribution and the tar-
get distribution vanishes as the block length tends to
infinity.

I. INTRODUCTION

In 1998, Visweswariah et al. [1] and Han [2] have indepen-
dently shown that an optimal variable-length source code can
be regarded as a variable-length random number generator in
the sense that the normalized divergence distance between the
distribution of the generated codeword process and the uni-
form distribution vanishes as the block length tends to infinity.

On the other hand, as is well known, if we impose un-
equal costs on code symbols, it is no longer optimal to use the
code which minimizes the average codeword length. Karp [3]
has given an algorithm for constructing minimum-redundancy
prefix codes with unequal cost symbols. Naturally, there
would exist a bias in the frequency of code symbols gener-
ated by an optimal source code with cost. Can we then con-
sider the optimal variable-length source code with cost as a
variable-length nonuniform random number generator? The
purpose of this study is to demonstrate that the answer to
this question is “yes”.

II. VARIABLE-LENGTH SOURCE CODING WITH COST

Let X be a countably infinite source alphabet and Y be a
finite code alphabet, respectively. In the sequel all the log-
arithms are taken to the base K = |Y|, where |Y| denotes
the cardinality of ). We denote the set of all non-pull fi-
nite length sequences taken from Y by Y*. Let us now de-
fine a general source as an infinite sequence X = {X" =
(X{"),---X,(."))};'le of n-dimensional random variables X"
where each component random variable Xf") (1 <i<n)
takes values in X. The class of sources thus defined covers a
very wide range of source including all nonstationary and/or
nonergodic sources. :

Next, we define the cost function ¢ : Y* - Rt = (0, +o0]
as follows: First, each symbol y € Y is assigned the corre-
sponding cost ¢(y) such that 0 < ¢(y) < +oo (Vy € ¥), and
then the additive cost c(y) of y = (y1,y2,":+,%) € V* is

defined by c(y) = ZLI c(y:)-

Definition 1 : R is called an achievable variable-length
source coding cost-rate for the source X if there ex-
ists a variable-length prefix encoder ¢, P SO T Y
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given the cost function ¢ Y* —+ RT such that
limsup, o, 1E{c(pn(X"))} < R, and the infimum of R
that are achievable variable-length source coding cost-rates
is denoted by Rj(X), which we call the infimum achievable
variable-length source coding cost-rate.

Theorem 1 : For any general source X, we have
1. 1
R{(X) = —limsup —H(X"),
Ac paoo T

where the cost capacity a. is the positive unique root
a of the equation ZyEyK"'“(”) = 1 and H(X") =

~ Y xexn Pxn(x)log Pxn (x).

I1I. Source CoDE WITH COST AS A NONUNIFORM
RANDOM NUMBER GENERATOR

Given a variable-length prefix encoder ¢, : X" — Y*, we
define D = {x € X" | I(pn(x)) = m} for any positive inte-
ger m, where {(-) denotes the length of a string, and we put
J(pn) = {m|Pr{X" € D,,} > 0}. For any m € J(p¢n), we
define X7, as the random variable taking values in D,, with
the distribution given by Pxn (x) = m’}‘—f%y (x € D).
For any positive integer m, V(™) indicates an i.i.d. sequence
of length m. Let us now define the conditional divergence by

Dign(XMIVIIL) = Y Pr{ln = m}D(pa(XR)IIV™)
meJ(vn)

where I, is the random variable such that I,, = m for X" €

D,..

Then, we have the following main theorem.

Theorem 2 : We assume that the entropy rate of the general
source X has the limit limn o0 ZH(X™). Let pp : X™ = Y*
be any optimal variable-length prefix encoder in the sense that

lim ~E{e(pa(X™)} = RS(X).

If we define the probability distribution q. = {g.(y)}yey cor-
responding to the cost function c by ¢.(y) = K~*<®) (y €
Y), then we have

lim L D(gn(X™)||VU|L,) =0,
n—oo M

where V(™) stands for.the i.i.d. sequence of length m subject
to the distribution q..
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